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Abstract: - Text summarization is a process of reducing the complexity of the textual data to focus more on 

the relevant content by eliminating the irrelevant data. In recent times, the amount of textual data rises on a 

large scale in clinical domain; which is commonly left unexplored. The textual data gets unexplored in clinical 

data mining due to the over dependence on images of scans and X-rays for evaluating a patient. In this paper an 

extractive summarization method is used for summarizing large amount of textual data present in the patient 

summary records to yield computational phenotypes. Extractive summarization helps in summarizing the 

contents of a large file by selecting the relevant statements from the data; rather than creating new sentences. It 

helps to summarize the contents without missing the medical context present in the records which is really 

significant. In this paper,  restricted Boltzmann machine which uses a forward and backward propagation 

networks is employed for generating the phenotypes. When evaluated with the n2c2 dataset, the proposed 

model summarizes the electronic health records of patients and generates the phenotypes in an effective manner 

which will be useful in the field of clinical decision support system.  
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1. Introduction 

Text data in clinical domain are one of the unexplored areas in biomedical informatics where, natural language 

processing techniques are used for mining relevant content from the text by normalizing the abundant text 

present in the electronic health records (EHR). Due to the development of statistical models and recent 

advances in computational power, it is feasible to do many applications in biomedical informatics. Most of the 

textual contents present in the EHRs are in the form of unstructured and free text. It is important for the model 

to summarize the content without losing the contextual meaning of the clinical terms and medical condition of 

the patients specified in the data. 
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In this paper, a neural network model is proposed for summarizing the text with less complexity and 

more accuracy compared to the older models based on rule-based algorithms. Instead of stacking restricted 

Boltzmann machines (RBM) one over the other, here simple forward-backward propagation technique is used 

in RBMs for extractive summarization (Verma and Nidhi 2017) of the textual content found in the electronic 

health records.  

 Restricted Boltzmann machines learn to reconstruct data by themselves in an unsupervised fashion, 

making several forward and backward passes between the visible layer and the first hidden layer without 

involving a deeper network. In the reconstruction phase, the activations of the hidden layer will become the 

input in a backward pass. They are multiplied by the same weights, one per internal node-edge, and the weight 

is adjusted in the forward pass. The sum of those products is added to a visible layer bias at each visible node 

and the output of those operations is a reconstruction of the approximation of the original input. 

 The objective of this paper is to build an extractive summarization model to summarize the unstructured 

text in the EHRs. The aim is,  

● T

o produce a summarized record of each patient (such as different tests, different visits and 

different symptoms), which will be helpful for doctors and clinicians to make good 

decisions.  

● T

o reduce the complexity found in the unstructured text (i.e free clinical notes) for faster 

understanding of the patient’s condition and for faster decision making. 

● T

o implement a neural network model (such as RBM) for summarizing the electronic health 

records for better performance compared to the classical rule based algorithms. 

 

 Section 1 gives the introduction about text summarization in clinical decision support.  Section 2 gives the 

related work on EHR-based computational phenotyping and visualizing the clinical data. Section 3 describes 

the overall architecture of the proposed model. Section 4 discusses implementation details and results. Section 

5 gives the details about the evaluation. Section 6 concludes the proposed work.  

 

2. Related Work 

Sultanum et al. (2019) explained the use of LSTM-CNN for summarization. They proposed an auto encoder and 

a decoder model for generating summary based on the abstractive summarization. They summarized the text 

using the curation based approach, which is a more effective way for organizing and selecting the text. 

However, they had not applied the method for summarizing the clinical text data. Kwon et al. (2018) described 

the use of visual analytics on textual data for clinical decision support. After performing pre-processing of data, 

the important keywords are separated from the text and most commonly occurring words are then visualized 

using a word cloud. However, they had not handled the importance of contextual relevance of text in 

biomedical informatics in electronic health records. Zeng et al. (2018) discussed various algorithms and 

methods used in medical phenotype generation. They  performed a survey on various deep learning algorithms 

(Habibi et al. 2017) for generating phenotypes. 

 

3. System Model 

This paper aims to build a text summarization model for summarizing the EHR records by extracting features 

based on nouns and enhancing the features based on scoring of the sentences present in the record by generating 

sentence-feature matrix. Then this matrix is used for computational phenotyping using an RBM model to 

produce summaries of EHRs. Then the cosine similarity and Jaccard similarity are used for sorting and 

arranging sentences for generating an effective summary. In an RBM the hidden units are conditionally 

independent given the number of visible states. The RBM model used is completely different from the model 

used for summarizing web documents by Ambekar et al. (2018). It is revised for summarizing EHRs.  
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Figure 1 describes the overall system architecture of the proposed model for generating computational 

phenotypes from electronic health records for clinical decision support using extractive summarization. The 

patient details in the form of EHRs are pre-processed from which features are extracted, vectorized and 

sentence feature matrices are generated. Algorithm 1 explains the procedure followed in the proposed model.  

                                                          

 

 

Fig. 1 Phenotype generation using extractive summarization 

 

3.1 Term Frequency-Inverse Sentence Frequency (TF-ISF)  

The tf–isf value increases proportionally to the number of times a word appears in the sentence and is offset by 

the number of sentences in the document that contain the word, which helps to adjust for the fact that some 

words appear more frequently in general. A centroid sentence is generated for easier sentence organization 

during the summarization process. The feature vector values are calculated for the given sentences and then a 

sentence feature matrix is produced by concatenating all sentence feature vectors. For a term t in a document d, 

the weight Wt,d of term t in document d is given by: 

                              Wt,d = TFt,d log (N/DFt)                                                              (1) 

where TFt,d - the number of occurrences of t in document d  

     DFt - the number of records containing the term t. 

     N - the total number of records in the dataset. 
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3.2 RBM algorithm 

Restricted Boltzmann machines (RBMs) are effective for individual training of machines for any input given. 

There is a restriction of communication between the nodes within a single layer. RBMs avoid the need for 

implementing complex auto-encoders and decoders. Here we use a model to train the weight matrix by using a 

contrast divergence method. The algorithm performs a Gibbs sampling inside a gradient descent procedure to 

compute the weight update for sentence matrices. These sentence matrices are sorted using Jaccard similarity. 

Finally, phenotypes are generated. 

 

 

 

Algorithm 1 
Input: EHR data 
Outpt: Phenotype 
 
//Preprocess 
for each record (R) 
 r1= remove_XmlTags(R) 
 r2=sentence_split(r1) 
 r3=tokenize(r2) 
 r4=stopwords_remove (r3)  
 r5=POS_Tagger(r4) 
 return(r5) 
end 
 
//Feature extraction 
for each pre-processed data (r5) 
 rf= extract_feature(r5) 
 rv=vectorize(rf) 
 rfm=generate_sentence_featurematrix(rv) 
 return(rfm) 
end 

//Feature enhancement 

for each sentence_feature_matrix (rfm) 
 rfrm=sentence_feature_relatiomatrix(rfm) 
 return(rfrm) 
end 
 
//Phenotype generation 

for each sentence_feature_relationmatrix(rfrm) 
 assign weight (rfrm) 
 sort (rfrm) 
 ph=generate phenotype(rfrm) //RBM 
 return(ph)  
end  
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3.2.1 Activation function 

Each vector is multiplied and added a bias weight in order to achieve an activation function S 

of input x. 

S(x) =                                                                                                                                (2) 

Hence, the resultant activation function is,  

 = S(  + a)                                                                                                              

(3) 

h and v are vectors of hidden and visible layers respectively.  

= S( )   

   

(4) 

 

3.2.2 Contrastive Divergence 

Boltzmann machines are energy based models and a joint configuration (v,h) of the visible 

and hidden units has an energy given by 

E(v,h) = -        

  

 (5) 

Here vi and hj are the binary states of visible unit i and the hidden unit j, ai, bj are their biases 

and Wi,j is the weight between them. 

Contrastive divergence (CD) is the difference between two Kullback-Leiber divergences. 

(W, ) = -     

  

 (6)     

                 

 

4. Experimental setup and results  

Dataset n2c21 from Harvard university is used for EHR summarization. Xml tags are removed from the data 

(270 records) using 'termcolor', 'Xml parser' and theano packages. Then the data is split into sentences using 

'sentence splitter'. The sentences are then fed into a tokenization algorithm for getting a sequence of individual 

tokens. Then the most commonly occurring words or stop words are removed to filter out the most occurring 

words such as “not”, ”the”, ”and”.  The thematic words from the given set are extracted. Sentence with highest 

nouns are given more preference compared to others. Named entities and medical terms are the most important 

features in clinical text, therefore recognizing them is an important task. For finding the frequency of nouns 

occurring in the sentences, TF-ISF is used 
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4.1 Results 

An individual patient record is given as an input to the system. The patient record (Figure 2) shows the brief 

summary of the patient along with the medications and their respective dosages are given. 

 

Fig. 2 Input patient record 

                                  

Figure 3 shows a stage of preprocessed output, which results after going through the Xml Tags removal process. 

In this phase, the medications and their respective dosages are removed as our main area of focus here is textual 

content present in the records. The output from the tokenization phase (Figure 4) which is a sequence of tokens 

used as an input for the training stage (Figure 5). The documents are trained individually using the RBM 

algorithm to produce a sentence feature vector (Figure 6) for the sentences present in the record. The enhanced 

feature matrix (Figure 7) is generated after feeding the sentence feature vector in the RBM module which is 

sorted and scored. Figure 8 shows the final phenotype output whose complexity is reduced compared to the 

original data.  

 

Fig. 3 Pre-processed record  
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Fig. 4 Tokenized record  

 

 

Fig. 5 Training individual records 

 

 

 

 

 

 

 

Fig. 6 Sentence Feature Vector 

[[ 0.31535957 -9.34923984 -0.52187497 -0.74305677 -0.6727908  -0.08066915 

   0.45322138  0.29654633] 

 [-1.12815062 -5.63856907 -2.21350542 -0.02629603 -1.46300626 -1.36509459 

   2.27798517  0.73980926] 

 [ 0.55288901  0.82723309  0.83773417 -0.76993612 -2.01195595 -0.1728475 

  -0.38878369 -1.20519754] 

 [-0.67417853 -2.40852527 -1.07622447 -2.48836758  2.96999743 -0.41047489 

   3.08063222 -1.16218236] 

 [-0.90266752 -9.01241327 -1.33739323  1.21945389  1.36661389  0.91675086 

  -0.89303251 -0.96751734] 

 [-0.23206593  0.64974233 -0.69345203  0.05257785  1.61304592 -2.48957621 

   1.21197586  0.50307195] 

 [-0.71389761  0.43975832  0.88861802  0.88371775  0.48581582 -0.28906729 

  -2.78420267 -1.31533312] 
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Fig. 7 Enhanced Feature Matrix 

 

Fig. 8 Final Phenotype Output 

5. Evaluation 

ROUGE as well as precision, recall and F-measure are used for evaluating the 

summarized EHRs. ROUGUE (Recall-Oriented Understudy for Gisting Evaluation) is a set 

of metrics and a software package used for evaluating automatic summarization. The metrics 

compare an automatically produced summary or translation against a reference or a set of 

references (human-produced) summary or translation. The following measures are used.  

● ROUGE-N: Overlap of N-grams between the system and the reference summaries. 

● ROUGE-L: Longest Common Subsequence (LCS) based statistics. The longest 

common subsequence problem takes into account sentence level structure similarity 

naturally and identifies longest co-occurring in sequence n-grams automatically.  

● ROUGE-W: Weighted LCS-based statistics that favor consecutive LCS. 

Precision is known as positive predictive value. It is defined as the number of correct result 

divided by the number of the retrieved result. 

Precision = ∑TP / (∑TP + ∑FP) 

                                                                          (7)  

where, 

TP = True positive - total number of positive replies provided by the user which is positive 

FP = False positive- total number of negative replies provided by the user which is positive. 
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Recall is known as a true positive value or sensitivity. It is defined as the number of correct 

result divided by the number of the relevant result.  

Recall = ∑TP / ∑P   

   

   

               (8)       

where,  

TP = True positive - total number of replies which is positive.     

P = Total number of replies 

F-measure = 2 * Precision * Recall / (Precision + Recall)                                                      

(9) 

 

 Evaluation with the best and average values (Figure 9) shows the best results are achieved 

with Rouge-l (R-l) measure. Individual summary of patients are evaluated (Figure 10) prove 

that better precision, recall and F-measure are obtained for the patient H2R0.  

 

             

   Fig. 9 Evaluation - best and average                Fig. 10 Evaluation - individual values 

 

6.    CONCLUSION 

 

This paper proposed a clinical text summarization model to work on the unstructured text found on numerous 

patient's EHRs. This model will surely give support to the doctors to avoid mental burnout of themselves and 

also to aid in clinical decision support for faster and personalized smart healthcare for patients. The individual 

record summary is produced as a computational phenotype for every patient. It can be clustered and categorized 

to group the patients for predictive analytics of patients health related conditions. In future, concepts can be 

extracted from these summaries  
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