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Abstract- There are various machine learning algorithms for classification of gender but to choose the best 

one is more difficult task. To select the best machine learning algorithm I conducted an experimental study 

for gender classification. In this experimental study, we analyzed the accuracy (performance)  of various 

models for classification of gender through voice. So we conclude that ANN and SVM are giving the best 

results. 
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1.  INTRODUCTION 

 
Prediction of gender is useful in many applications like interactive systems, targeted advertisements, health care 

systems through mobile, recognition systems, crime analysis (identification of gender taken part in crime through 

voice) and so on. In general, a voice and speech is used for gender classification. A natural voice recognition system 
is human ear. A human ear has a mechanism to distinguish the gender by voice and speech based on various factors. 

In the same way, a machine is to be trained to classify the gender through voice using machine learning algorithms. 

Classifying the gender through voice is a challenging problem in machine learning. 

The data we collected from different repositories is of unstructured form. Hence, Deep Learning models can be used 

on unstructured data like images, video and audio. Deep learning model gives the better result when the data is too 

large. The dataset consists of 3168 male and female voice acoustic features to be trained and tested by using 

advanced machine learning algorithms. 

Data Science is the used to extract insights from data by algorithms and scientific methods. 

Through data science one can work on huge data, analysis the data and visualize the data. Machine learning is the 

field that makes machines to learn without being programmed. It is mainly used to combine the statistical tools with 

the data to predict the class label. 

 Some of its applications are financial services, healthcare, virtual personal assistants, videos surveillance, search 
engine and so on. 

The problems can be solved by supervised learning, unsupervised learning, reinforcement learning and semi-

supervised learning. In this paper we are also comparing the accuracy of various machine learning algorithms. 
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2. LITERATURE REVIEW 

 
There are various deep learning models and machine learning algorithms to classify the gender of a person based on 

voice. In [1], pitch used the Multi-Layer Perception Neural Networks for the classification of  

gender achieved with accuracy of 96%.  In [2], Lee and Lang used the Support Vector Machine (SVM) for the 

gender classification. In [3], Silvosky and Nouza used the Gaussian Mixture Model to classify the gender. In [4] and 

[5] the machine learning algorithms like Support Vector Machine, Regression and classification can also be used. In 

[6] Support Vector Machine is used to classification purpose and achieved an accuracy of 95%. 
 

3. VOICE DATASET 

 
The dataset consists of total 3168 voice samples of male and female with voice acoustic properties.  The acoustic 

properties are meanfreq, mode, sd, median, Q25, Q75, skew, IQR, kurt, sp.ent, 

meanfun, minfun, centroid, maxfu, mindom, sfm, meandom, maxdom, dfrange, modindex, label. 

The fields of voice dataset are described in TABLE 1. 

The whole voice data set is stored in CSV format which is viewed in below Fig1.     

 

 
Fig. 1. Voice Dataset 

 

 

TABLE  1.       Acoustic properties 

              Properties                         Description 

Meanfreq mean frequency 

Mode mode frequency 

Sd standard deviation of frequency 

Median median frequency 

Q25 first quantile 

Q75 third quantile 

Skew Skewness 

IQR interquantile range 

Kurt Kurtosis 

Centroid frequency centroid 

sfm  spectral flatness   

sp.ent spectral entropy 

Meanfun average of fundamental frequency measured across acoustic signal 

Minfun minimum fundamental frequency measured across acoustic signal 

Maxfu maximum fundamental frequency measured across acoustic signal 

Mindom minimum of dominant frequency measured across acoustic signal 

Meandom average of dominant frequency measured across acoustic signal 

Maxdom maximum of dominant frequency measured across acoustic signal 

Dfrange maximum of dominant frequency measured across acoustic signal 

Modindex modulation index 

Label male or female    
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4. ALGORITHMS 

 
4.1 Logistic Regression 

 
Logistic regression is applied when the target (dependent) value is categorical. For example, to predict whether the 

person is happy (1) or sad (0), to predict the gender male (1) or female (0) and so on. In Logistic regression, the 

target value is coded as 1(yes, success, good, living …) and 0(no, failure, bad, dead …). It can also be expressed in 

terms of prediction as p(Y=1) as a function of X.  

Logistic Regression is used when the target variable is dichotomous. Hence, this model fits to the research paper 

because our target variable predicts „male‟ and female‟.  The example how can we predict target variable „Happy‟ or 

„Sad‟ is shown in Fig.2. 

 
 

Fig. 2 Logistic Regression 

 

Since the probability lies between 0% and 100% (or o and 1), when we plot the probability of target value it will 

give a „S‟ shape curve as Fig3. That means all the probability of occurring „yes‟ to one side and all the probability of 

occurring „no‟ to other side. 

 

 
Fig.3 Logistic regression curve 

 

 

 Logit transformation= Log (p/1-p)= Log( probability of event occurring/probability of event not occurring) 
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Logistic regression can handle any number of categorical and numerical values. 

 
 

 

4.2 KNN 

 

K-Nearest Neighbor is generally used for both regression and classification predictive analysis. 

KNN is used to predict on training set directly. Predictions are done for a instance (X) by searching the training set 

for the K most instances (the neighbors) which are similar and predicting the target variable for those K instances. 
To determine the similarity in the K most instances in the training set a distance measured is used. For real-valued 

variables the most common distance measure used is Euclidean distance. 

Euclidean Distance(x, xi) = sqrt (sum (xj-xij)^2)). 

The other distance measures are Hamming distance, Manhattan distance, Minkowski distance, Jaccard distance, 

Tanimoto distance, Cosine distance and Mahalanobis distance. 
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Fig.4 KNN 

 
Fig.5 KNN plot 

 

4.3 Naïve Bayes 

 
A Naïve Bayes Classifier is a probalistic model used for classification. Using Bayes theorem we find the probability 

of „A‟ happening that „B‟ has occurred. Here, „A‟ is the hypothesis and „B‟ is the evidence. Here the assumption 

made here is that the features/predictors are independent. 

Naïve Bayes model is mainly used for  spam filtering, recommendation systems, sentiment analysis and so on. 

 

 
Fig.6 Naïve Bayes 

 

4.4 Decision Tree 

 
A decision tree is a classification algorithm and it is a supervised learning. A Decision tree consists of nodes, leaf 

nodes and edges. A decision tree is a tree structure in which each internal node represents attribute or a feature , the 

branch represents a decision rule and each leaf node represents the output or target variable. The below fig shows 

the decision tree algorithm works. The process for classification of dataset is showed in Fig.7 . 
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Fig.7 Decision Tree 

 

 

The decision tree is constructed by information gain, gain ratio and gini index and how the decision tree is 

constructed by using the information gain, gain ratio and gini index is showed in the figure Fig.8. 

 

 
Fig.8 Construction of decision tree 

 

4.5 Random Forest 

 
Random forest model is an ensemble algorithm. Ensemble algorithm combines algorithms of similar type or 

different type for classifying variables or objects. This classifier creates decision trees from training dataset. It then 

check or calculate the votes from different decision trees to decide the target variable or final class of test object. 

The features of random forest are more efficiency working on large data sets, handles on more variables, estimates 
which variables are important during classification, estimates missing data,  and so on. As shown in th e fig 9 we can 

construct many decision trees at a time and through voting provide the target variable. 
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Fig.9 Random forest 

 

4.6 SVM 

 
A Support Vector Machine is a classifier is defined by separating with a hyperplane. It comes under supervised 

learning and the hyperplane classifies the target variables or data points. The hyperplane is used for categorizing 

data points. Data points which are on either side of hyperplane create their own classes.   

As shown in the fig 10 the various representations of hyperplane which classifies the outputs and create the classes. 

 
 

 Fig, 10 SVM 
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4.7 ANN 

 
Artificial Neural Network is a computational algorithm. A neural network is a oriented graph consists of nodes 

connected by arcs. A neural network contains three layers they are input layer, hidden layer and output layer as 

shown in fig 12. Neural network is organized by layers. Layers are made by interconnecting the nodes which has a 

activation function. The structure of neural network also referred as architecture or topology. 

 

 

 
 

 

Fig11 ANN 

 

  

 
 

Fig.12 Neural network with layers 
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5. PERFORMANCE ANALYSIS 

 
Classification algorithms are generally used for identify the gender, spam detection, intruder detection, etc. In this 

paper we have compared various classification models using voice dataset. 

Also we conducted experiments using machine learning algorithms on voice dataset. The train and test accuracies 

are observed and analyzed for seven classification algorithms. The seven classification algorithms we used are 

Logistic regression, SVM, ANN, Naïve bayes, KNN, Decision tree and Random Forest. 

We used sklearn for data preprocessing, there are no missing values in the voice dataset and  label encoder. We also 
used pandas library and numpy library to load dataset, perform calculations and sklearn for modeling the machine 

learning algorithm. Tensorflow and Keras are used in ANN. We used cross validation to train the models. The 

accuracies are shown in table 2 below 

 

 

TABLE 2.            Accuracies 

 

              Model    Training dataset     Testing dataset 

KNN 98.5 97.72 

ANN 99.9 98.35 

Logistic Regression 97.26 97.7 

Naïve Bayes 89.3 89.39 

SVM 97.4 97.97 

Random Forest 99.832 97.60 

Decision Tree 99.99 96.71 

 

 

 

If we observed the above table both the ANN and SVM are giving more accuracy than other algorithms. We can 

further improve these algorithms by parameter tuning.  

 

6 RESULTS 

 
The improved accuracies of both ANN and SVM are shown below table hence these two    algorithms can be used to 

recognize gender whether male or female. 

 
 

 

TABLE 3.             After Tuning 

 

 

Model Training dataset Testing dataset 

ANN 98.27 98.611 

SVM 99.7 99.8 
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Fig. 13 ANN and SVM 

 

 

7. FUTURE SCOPE 

 
Through this research we can use this project in detecting the criminal gender when voice is recorded but image 

cannot be seen, used for recognize the emotion of  a person , used to classify the gender for audio samples and so on. 

 

8. CONCLUSION 

 
Support-vector machines and neural networks are performing better on voice dataset. Parameter Tuning is giving the 

98.6% accuracy with SVM and 99.87% with ANN. Hence we can conclude that ANN is the best way of recognizing 

gender through voice based and using acoustic properties. 
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