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Abstract 

Cloud computing stores the application software and databases to the centralized large data centers.  The trustworthy 

management of data and services are improved by achieving efficient data dynamics. To verify the integrity of the 

dynamic data stored in the cloud TPA is used on behalf of the cloud client. The data operations such as block 

modification, insertion and deletion supports for data dynamics.  In cloud computing services are not limited to 

achieve or backup data only. Initially identify the difficulties and problems of direct extensions with fully dynamic 

data updates from prior works 
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1. INTRODUCTION 

Cloud computing, the trend toward loosely coupled networking of computing resources its unmooring data from 

local storage platforms. The  ever   cheaper   and   more powerful  processors,  together  with  the  ―software  as  a 

service‖  (SaaS)  computing  architecture,  are  transforming data centers into pools of computing service on a huge 
scale. Meanwhile, the increasing network bandwidth and reliable yet flexible network connections make it even 

possible that clients can now subscribe high-quality services from data and software that reside solely on remote 

data centers. Although envisioned as a promising service platform for the Internet, this new data storage paradigm in 

―Cloud‖ brings about many challenging design issues which have profound influence on the security and 

performance of the overall system. One of the biggest concerns with cloud data storage is that of data integrity 

verification at untrusted servers .users today regularly access files without knowing or needing to know on what 

machines or in what geographical locations their files reside. What  is more serious  is that  for  saving money and 

storage space the service provider might neglect to  keep  or  deliberately  delete  rarely  accessed  data  files which 

belong to an ordinary client. Consider the large size of the outsourced electronic data and the client‘s constrained 

resource cap-ability, the core of the problem can be generalized as how can the client find an efficient way to 

perform periodical integrity verifications without the local copy of data files. Considering the role of the verifier in 
the model, all the schemes presented before fall into two categories: private auditability and public auditability. 

Although schemes with private auditability can achieve higher scheme efficiency, public auditability allows anyone, 

not just the client (data owner), to challenge the cloud server for correctness of data storage while keeping no private 

information. Then, clients are able to delegate the evaluation of the service performance to an independent third 
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party auditor (TPA), without devotion of their computation resources. In the cloud, the clients themselves are 

unreliable or may not be able to afford the overhead of performing frequent integrity checks. In Cloud Computing, 

the remotely stored electronic data might not only be accessed but also updated by the clients,  e.g.,  through  block  

modification, deletion, insertion, etc. The direct extension of the current provable data possession (PDP) [2] or proof 

of retrievability (PoR) [3], [4] schemes to support data dynamics may lead to security loopholes.  Although there are 

many difficulties faced by researchers, it is well believed that supporting dynamic data operation can be of vital 
importance to the practical application of storage out-sourcing services.  In view of the key role of public 

auditability and data dynamics for cloud data storage, we propose an efficient construction for the seamless 

integration of these two components in the protocol design. 

 

2. MOTIVATION 

We motivate the public auditing system of data storage security in Cloud Computing, and propose a protocol 

supporting for fully dynamic data operations, especially to support block insertion, which is missing in most existing 

schemes. 

We  extend  our  scheme  to  support  scalable  and  efficient public  auditing  in  Cloud  Computing.  In  particular,  

our scheme achieves  batch  auditing where multiple delegated auditing tasks from different users can be performed 

simultaneously by the TPA. We prove the security of our proposed construction and justify the performance of our 

scheme through concrete implementation and comparisons with the existing security in that state of our work. 

 

3. RELATED WORK 

 

To consider public auditability in their defined ―provable data possession‖ model for ensuring possession of files on 
untrusted storages [2]. In their scheme, they utilize RSA- based homomorphic tags for auditing outsourced data, thus 

public auditability is achieved. However, Ateniese et al. do not consider the case of dynamic data storage, and the 

direct extension of their scheme  from  static  data  storage  to dynamic case may suffer design and security 

problems. In their subsequent work [5], it only allows very basic block operations with limited functionality, and 

block insertions cannot be supported. 

For dynamic data operation [3] describe a ―proof of retrievability‖ model, where spot-checking and error- correcting 

codes are used to ensure both ―possession‖ and ―retrievability‖ of data files on archive service systems. Specifically, 

some special blocks called ―sentinels‖ are randomly embedded  into  the  data  file  F  for  detection purpose, and F 

is further encrypted to protect the positions of these special blocks. However, like [5], the number of queries a client 

can perform is also a fixed priori, and the introduction of precomputed ―sentinels‖ prevents the development of 

realizing dynamic data updates. In addition, public audit-ability is not supported in their scheme. BLS signatures   

[9],   based   on   which   the   proofs   can   be aggregated into a small authenticator value, and public retrievability 

is achieved.  Still, the authors only consider static data files. Erway et al. [12] were the first to explore constructions 

for dynamic provable data possession. They extend the PDP model in [2] to support provable updates to stored data 

files using rank-based authenticated skip lists. This scheme is essentially a fully dynamic version of the PDP 

solution. 

Although the existing schemes aim at providing integrity verification for different data storage systems, the problem 

of supporting both public auditability and data dynamics has not been fully addressed. How to achieve a secure and 

efficient design to seamlessly integrate these two important components for data storage service remains an open 

challenging task in Cloud Computing. 

Before the introduction of our proposed construction,  we present two basic solutions (i.e., the MAC-based and 

signature-based schemes) for realizing data auditability and discuss their demerits in supporting public auditability 
and data dynamics. Second, we generalize the support of data dynamics to both PoR and PDP models and discuss 

the impact of dynamic data operations on the overall system efficiency both. Third, we extend our data auditing 

scheme for the single client and explicitly include a concrete description of the multiclient data auditing scheme. We 

also redo the whole experiments and present the performance comparison between the multi-client data auditing 

scheme and the individual auditing scheme. Finally, for the proposed theorems in this paper, we provide formal 

security proofs under the random oracle model, which are lacking in [1]. 
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Fig. 1. Cloud data storage architecture 

 

4. PROBLEM STATEMENT 

 

4.1 System Model 

 

Representative network architecture for cloud data storage is illustrated in Fig. 1. Three different network entities 

can be identified as follows: 

1)   Client: an entity, which has large data files to be stored in the cloud and relies on the cloud for data maintenance 

and computation, can be either individual consumers or organizations; 

2)   Cloud Storage Server (CSS): an entity, which is managed by Cloud Service Provider (CSP), has significant 

storage space and computation resource to maintain the clients‘ data; 

3)   Third   Party   Auditor:   an   entity,   which   has expertise and capabilities that clients do not have, is trusted to 

assess and expose risk of cloud storage services on behalf of the clients upon request. 

 

4.2 Security Model 

 

Following the security model defined in [4], we say that the checking scheme is secure if 1) there exists no 

polynomial- time algorithm   that   can   cheat   the verifier   with non- negligible probability; and 2) there exists a 

polynomial-time extractor that can recover the original data files by carrying out multiple challenges-responses. 

To   deal   with   this   limitation,   we   remove   the   index information i in the computation of signatures and use 

H(mi) as the tag for block mi instead of H(name||i) [4] or h(v||i) [3], so individual data operation on any file block 

will not affect the others. Recall that in existing PDP or PoR models [2], [4], H(name||i) or h(v||i) should be 

generated by the client in the verification process. However, in our new construction the client has no capability to 

calculate H(mi) without the data information. In order to achieve this blockless verification,   the   server   should   

take   over   the   job   of computing H(mi) and then return it to the prover. 

 

4.3 Design Goals 

 

Our design goals can be summarized as the following: 

Public auditability for storage correctness assurance:  to allow anyone, not just the clients who originally stored the 

file on cloud servers, to have the capability to verify the correctness of the stored data on demand. 

Dynamic data operation support: to allow the clients to perform block-level operations on the data files while 

maintaining the same level of data correctness assurance. The design should be as efficient as possible so as to 

ensure the seamless integration of public auditability and dynamic data operation support. 

Blockless verification: no challenged file blocks should be retrieved by the verifier (e.g., TPA) during verification 

process for efficiency concern. 
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5. PROPOSED SYSTEM 

 

We start with some basic solutions aiming to provide integrity assurance of the cloud data and discuss their 

demerits.  Then, we present our protocol which supports public auditability and data dynamics. We also show how 

to extent our main scheme to support batch auditing for TPA upon delegations from multiusers. 

 

5.1 Notation and Preliminaries 

 

Bilinearmap. A bilinear map is a map e: G ×G →GT , where G is a Gap Diffie-Hellman (GDH) group and GT is 

another multiplicative cyclic group of prime order p with the following properties [9]: 1) Computable 2) Bilinear 3) 

Nondegenerate. 

Merkle hash tree. A Merkle Hash Tree (MHT) is a well- studied authentication structure [10], which is intended to 

efficiently and  securely prove that  a  set  of  elements  are undamaged and unaltered. It is constructed as a binary 

tree where the leaves in the MHT are the hashes of authentic data values. 

 

5.2 Definition 

 

(pk,sk)← KeyGen(1k). This probabilistic algorithm is run by the client. It takes as input security parameter 1k, and 

returns public key pk and private key sk. 

(Φ,sigsk(H(R)))←SigGen(sk,F). This algorithm is run by the client. It takes as input private key sk and a file F 

which is an ordered collection of blocks {mi}, and outputs the signature set _, which is an ordered collection of 

signatures 

 

{σi} on {mi}. It also outputs metadata—the signature sigsk(H(R))  of  the root  R  of  a  Merkle hash  tree.  In  our 

construction,  the leaf nodes  of  the  Merkle hash  tree  are hashes of H(mi). 

 

(P)←GenProof(F,Φ,chal).  This algorithm is run by the server. It takes as input a file F, its signatures Φ, and a 

challenge chal. It outputs a data integrity proof P for the blocks specified by chal. 

 

{TRUE, FALSE}  ←VerifyProof(pk,  chal,  P).  This algorithm can be run by either the client or the third party 

auditor upon receipt of the proof P. It takes as input the public key pk, the challenge chal, and the proof P returned 

from the server, and outputs TRUE if the integrity of the file is verified as correct or FALSE otherwise. 

 

(F „,Φ‘,Pupdate  )←ExecUpdate(F, Φ, update). This algo-rithm is run by the server. It takes as input a file F, its 
signatures Φ, and a data operation request ―update‖ from client. It outputs an updated file F „,  updated signatures 

Φ‘, and a proof Pupdate for the operation. 

 

{(TRUE,FALSE,sigsk(H(R‘)))}←VerifyUpdate(pk,update,Pu pdate). This algorithm is run by the client. It takes as 

input public key pk, the signature sigsk(H(R)),an operation request ―update,‖ and the proof Pupdate from server. If 

the verification successes, it outputs a signature sigsk(H(R‘))for the new root R‟, or FALSE otherwise. 

 

 

 

 

 

 



 
 

 
 

INTERNATIONAL JOURNAL OF RESEARCH IN COMPUTER APPLICATIONS AND ROBOTICS 
                                        www.ijrcar.com 

Vol.2 Issue 8, Pg.: 230-237 

August 2014 

                   E l a m p a r i t h i . P   e t  a l  
 

Page 234 

 

6. CONSTRUCTION 

Setup 

In this phase KeyGen() method is invoked to generate public key and private key. SigGen() is meant for pre-

processing and homomorphic authenticators and along with meta data. The SigGen() method takes two arguments 

namely secret key and file. The file content is divided into blocks. Then signature is computed for each block. Each 

block‘s hash code is taken and two nodes‘ hash is merged into one in order to generate the next node. This process 

continues for all leaf nodes until tree node is found. The root element is then taken by client and signs it and send to 

cloud storage server. 

Data Integrity Verification 

The content of outsourced data can be verified by either client or TPA. This is done by challenging server by giving 

some file and block randomly Up  on  the  challenge,  the cloud storage server computes the root hash code for the 

given file and blocks and then returns the computed root hash code and originally stored hash code along with 

signature.  Then the TPA or client uses public key and private key in order to decrypt the content and compare the 

root hash code with the root hash code returned by client. This procedure is specified in the following algorithm. 

Algorithm for data integrity verification 

Step 1:  Start 

Step 2:  TPA generates a random set 

Step 3:  CSS   computes   root   hash   code   based   on   the filenames/blocks input. 

Step 4:  CSS computes the originally stored value 

Step 5:  TPA decrypts the given content and compares with generated root hash. 

Step 6:  After verification, the TPA can determine whether the integrity is breached 

Step 7:  Stop 

Data Modification and Data Insertion 

Data modifications are the frequent operations on cloud storage. It is a process of replacing specified blocks with 

new ones. The data modification operation can‘t affect the logic structure of client‘s data. Another operation is 

known as data insertion. Data Insertion is a process of inserting new record in to existing data. The new blocks are 

inserted into specified locations or blocks in the data file F. 

Algorithm for updating and deleting data present in CSS  

Step 1:  Start 

Step 2:  Client generates new Hash for tree then sends it to CSS 

Step 3:  CSS updates F and computes new R‘ 
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Step 4:  Client computes R 

Step 5:  Client verifies signature. If it fails output is FALSE 

Step 6:  Compute new R and verify the update and delete. 

Batch Auditing for Multi-client Data 

Cloud servers support simultaneous access.  It does mean that in server it is possible to have different  verification 

sessions running parallel. Therefore it is essential to have auditing functionality that works concurrently for many 

user sessions. The proposed scheme is extended to achieve this for provable data updates and verification of multi-

client system. Here an important decision made is to make use of ―Bilearaggregate Signature Scheme‖ [8]. 

7. SECURITY ANALYSIS 

The proposed system enables public auditability without need for retrieving data blocks of a file. Towards this 

―homomorphic authenticator technique [1] [3] is used. There is the un-forgeable metadata generator computed from 

individual data blocks. In the proposed work two authenticators such as BLS signature [3] and RSA signature based 

authenticator. The security mechanism is further described here. The procedure of protocol is divided into setup, 

default integration verification and dynamic data operation with integrity assurance. In the last step, data 

modification, data insertion, and data deletion are a part. Later on batch processing with multi-client data is also 

discussed here. 

8. RESULTS 

First, we have to run the cloudserver which contains the files and data about client. Then start the TPA server which 

performs auditing and verification process. After that start the clientserver which approaches the cloud information. 

Now the TPA server audits the client authorized or not. After the auditability performed by TPA server, client can 

access the cloud information using their  key.  The key is used to extract the information which is separated in a 

block using merkle hash tree. Client can extract their required data in a secured manner. 

 

 

Fig 1.CLOUD SERVER 
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Fig 2.TPA SERVER 

 

 

 

 

 

 

 

 

Fig 3.CLIENT SERVER 

9. CONCLUSION 

To ensure cloud  data  storage security,  it  is critical  to enable  a  TPA  to  evaluate  the  service  quality  from  an 

objective  and independent  perspective.  Public auditability also allows clients to delegate the integrity verification 
tasks to TPA while they themselves can be unreliable or not be able to commit necessary computation resources 

performing continuous verifications. Another major concern is how to construct verification protocols that can 

accommodate dynamic data files. In this paper, we explored the problem of providing simultaneous public 

auditability and data dynamics for remote data integrity check in Cloud Computing.  Our construction is deliberately 

designed to meet these two important goals while efficiency being kept closely in mind.  To achieve efficient data 

dynamics, we improve   the   existing   proof   of   storage   models   by manipulating the classic Merkle Hash Tree 

construction for block tag authentication. To support efficient handling of multiple auditing tasks, we further explore 

the technique of bilinear aggregate signature to extend our main result into a multiuser setting, where TPA can 

perform multiple auditing tasks simultaneously.  Extensive security and performance analysis show that the 

proposed scheme is highly efficient and provably secure. 
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