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Abstract 

 

Address assignment is a key challenge in ad hoc networks due to the lack of infrastructure. Autonomous 

addressing protocols require a distributed and self-managed mechanism to avoid address collisions in a 

dynamic network with fading channels, frequent partitions, and joining/leaving nodes. We propose and 

analyze a lightweight protocol that configures mobile ad hoc nodes based on a distributed address database 

stored in filters that reduces the control load and makes the proposal robust to packet losses and network 

partitions. We evaluate the performance of our protocol, considering joining nodes, partition merging events, 

and network initialization. Simulation results show that our protocol resolves all the address collisions and 

also reduces the control traffic when compared to previously proposed protocols. 

 

Keywords: Sensor networks, Computer network management, Ad hoc networks. 
  

 
1. Introduction 
 

MOBILE networks do not require any previous infrastructure and rely on dynamic multihop topologies for 

traffic forwarding. The lack of a centralized administration makes these networks attractive for several 

distributed applications, such as sensing, Internet access to deprived communities, and disaster recovering. A 

crucial and usually unaddressed issue of ad hoc networks is the frequent network partitions. Network 

partitions, caused by node mobility, fading channels [1], and nodes joining and leaving the network, can 

disrupt the distributed network control. Network initialization is another challenging issue because of the lack 

of servers in the network [2].           

      As other wireless networks, ad hoc nodes also need a unique network address to enable multihop routing 

and full connectivity. Address assignment in ad hoc networks, however, is even more challenging due to the 
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self-organized nature of these environments. Centralized mechanisms, such as the Dynamic Host 

Configuration Protocol (DHCP) or the Network Address Translation (NAT), conflict with the distributed 

nature of ad hoc networks and do not address network partitioning and merging. In this paper, we propose and 

analyze an efficient approach called Filter-based Addressing Protocol (FAP) [3]. The proposed protocol 

maintains a distributed database stored in filters containing the currently allocated addresses in a compact 

fashion. We consider both the Bloom filter and a proposed filter, called Sequence filter, to design a filter-based 

protocol that assures both the univocal address configuration of the nodes joining the network and the detection 

of address collisions after merging partitions. Our filter-based approach simplifies the univocal address 

allocation and the detection of address collisions because every node can easily check whether an address is 

already assigned or not. We also propose to use the hash of this filter as a partition identifier, providing an 

important feature for an easy detection of network partitions. Hence, we introduce the filters to store the 

allocated addresses without incurring in high storage overhead. The filters are distributed maintained by 

exchanging the hash of the filters among neighbors. This allows nodes to detect with a small control overhead 

neighbors using different filters, which could cause address collisions. Hence, our proposal is a robust 

addressing scheme because it guarantees that all nodes share the same allocated list. We compare FAP 

performance with the main address autoconfiguration proposals for ad hoc networks [4]–[6]. Analysis and 

simulation experiments show that FAP achieves low communication overhead and low latency, resolving all 

address collisions even in network partition merging events. These results are mainly correlated to the use of 

filters because they reduce the number of tries to allocate an address to a joining node, as well as they reduce 

the number of false positives in the partition merging events, when compared to other proposals, which reduces 

message overhead. 

2.  System Assumptions 

The lack of servers hinders the use of centralized addressing schemes in ad hoc networks. In simple distributed 

addressing schemes, however, it is hard to avoid duplicated addresses because a random choice of an address 

by each node would result in a high collision probability. The IETF Zeroconf working group proposes a 

hardware-based addressing scheme [8], which assigns an IPv6 network address to a node based on the device 

MAC address. Nevertheless, if the number of bits in the address suffix is smaller than number of bits in the 

MAC address, which is always true for IPv4 addresses, this solution must be adapted by hashing the MAC 

address to fit in the address suffix. Hashing the MAC address, however, is similar to a random address choice 

and does not guarantee a collision-free address allocation. 

 

      Address autoconfiguration proposals that do not store the list of allocated addresses are typically based on a 

distributed protocol called Duplicate Address Detection (DAD) [4]. In this protocol, every joining node 

randomly chooses an address and floods the network with an Address Request message (AREQ) for a number 

of times to guarantee that all nodes receive the new allocated address. If the randomly chosen address is 

already allocated to another node, this node advertises the duplication to the joining node sending an Address 

Reply message (AREP). When the joining node receives an AREP, it randomly chooses another address and 

repeats the flooding process. Otherwise, it allocates the chosen address. This proposal, however, does not take 

into account network partitions and is not suitable for ad hoc networks. 

2.1 Duplicate Address Detection 

A few extensions to the Duplicate Address Detection (DAD) protocol use Hello messages and partition 

identifiers to handle network partitions [9]. These identifiers are random numbers that identify each network 

partition. A group of nodes changes its partition identifier whenever it identifies a partition or when partitions 

merge. Fan and Subramani propose a protocol based on DAD to solve address collisions in the presence of 

network merging events. This protocol considers that two partitions are merging when a node receives a Hello 

message with a partition identifier different from its own identifier or when the neighbor set of any node 

changes. 
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2.2 Dynamic Address assignment Protocol 

Another stateful protocol is the Dynamic Address assignment Protocol (DAP) in mobile ad hoc networks [11], 

which is based on available-address sets, Hello messages, and partition identifiers. In DAP, a node subdivides 

its available address set with a joining node whenever it is argued for an address by the joining node. When a 

node has an empty address set, it asks for an address set reallocation. This reallocation and the detection that a 

given address is not being used anymore can cause a high control load in the network, depending on how the 

addresses are distributed among nodes. DAP requires the use of DAD in merging events not only for the 

allocated addresses, but also for the available address list stored in each node, increasing the control load. 

Prophet [12] allocates addresses based on a pseudo-random function with high entropy. The first node in the 

network, called prophet, chooses a seed for a random sequence and assigns addresses to any joining node that 

contacts it. The joining nodes start to assign addresses to other nodes from different points of the random 

sequence, constructing an address assignment tree. Prophet does not flood the network and, as a consequence, 

generates a low control load.  

      The protocol, however, requires an address range much larger than the previous protocols to support the 

same number of nodes in the network. Moreover, it depends on the quality of the pseudo-random generator to 

avoid duplicated addresses. Therefore, it needs a mechanism, like DAD, to detect duplicated addresses, which 

increases the protocol complexity and eliminates the advantage of a low control message overhead. Our 

proposal aims to reduce the control load and to improve partition merging detections without requiring high 

storage capacity. These objectives are achieved through small filters and an accurate distributed mechanism to 

update the states in nodes. Furthermore, we propose the use of the filter signature (i.e., a hash of the filter) as a 

partition identifier instead of random numbers. 

      The filter signature represents the set of all the nodes within the partition. Therefore, if the set of assigned 

addresses changes, the filter signature also changes. Actually, when using random numbers to identify the 

partition instead of hash of the filter, the identifier does not change with the set of assigned addresses. 

Therefore, filter signatures improves the ability to correctly detect and merge partitions. 

3.  Requirements for Sensor Network Security 

The proposed protocol aims to dynamically autoconfigure network addresses, resolving collisions with a low 

control load, even in joining or merging events. To achieve all these objectives, File Acceleration 

Protocol(FAP) uses a distributed compact filter to represent the current set of allocated addresses. This filter is 

present at every node to simplify frequent node joining events and reduce the control overhead required to 

solve address collisions inherent in random assignments. Moreover, we propose the filter signature, which is 

the hash of the address filter, as a partition identifier. The filter signature is an important feature for easily 

detecting network merging events, in which address conflicts may occur. We propose the use of two different 

filters, depending on the scenario: the Bloom filter, which is based on hash functions, and the Sequence filter, 

proposed in this paper, which compresses data based on the address sequence. 
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Fig. 1. Insertion procedure of the address element  in the filters used with FAP. For the 

sequence filter, the address range, whose size is , goes from  to  

with a sub network. (a) Bloom filter with k = 3 hash functions and m = 12 bits of filter size. (b) 2-bit Counter Bloom 

filter with k = 3 hash functions and 2m bits of filter size. (c) Sequence filter, assuming an address range of r = 254 

addresses. 

 

 

3.1 Bloom Filter 

The Bloom filter is a compact data structure used on distributed applications [13]. The Bloom filter is 

composed of an -bit vector that represents a set A = {  } composed of elements. The elements are 

inserted into the filter through a set of independent hash functions, , whose outputs are uniformly 

distributed over the m bits. First, all the bits of the vector are set to zero. After that, each element  is 

hashed by each of the hash functions, whose output represents a position to be set as 1 on the -bit vector, as 

shown in Fig. 1(a). 

 

 

3.2 Sequence Filter 

The other filter structure that we propose is called Sequence filter, and it stores and compacts addresses based 

on the sequence of addresses. This filter is created by the concatenation of the first address of the address 

sequence, which we call initial element ( ), with an -bit vector, where is the address range size. In this filter, 

each address suffix is represented by one bit, indexed by Δ, which gives the distance between the initial 

element suffix ( ) and the current element suffix ( ). If a bit is in 1, then the address with the 

given suffix is considered as inserted into the filter; otherwise, the bit in 0 indicates that the address does not 

belong to the filter. Therefore, there are neither false positives nor false negatives in the Sequence filter 

because each available address is deterministically represented by its respective bit. The Sequence filter and the 

procedure to insert an element into the filter are illustrated in Fig. 1(c). 

3.3 Filter Selection 

The best filter for FAP depends on network characteristics such as the estimated number of nodes in the 

network and the number of available addresses. It also depends on the false-positive and false-negative rates of 

the filter. Bloom filters do not present false negatives, which mean that a membership test of an element that 

was inserted into the filter is always positive. These filters, however, present a false-positive probability. 

Hence, a membership test of an element that was not inserted into the Bloom filter may be positive. If we 

choose a false-positive probability of ≈0.06, assuming that m >> k and a 4-bit counter to avoid buffer overflow, 

then the ratio between the number of cells in the filter (m) and the maximum number of inserted elements (n) is 

m/n = 6 , and the ideal number of hash functions is 4, according to (1). Hence, the size of the Bloom filter with 

4-bit counters ( ) is S = ( m/n )·n·  . = 6·n·4. 

3.4 Procedures of FAP 

Network Initialization: The network initialization procedure deals with the autoconfiguration of the initial set 

of nodes. Two different scenarios can happen at the initialization: the joining nodes arrive one after the other 

with a long enough interval between them, called gradual initialization, or all the nodes arrive at the same time, 

called abrupt initialization. Most protocols assume the gradual scenario with a large time interval between the 

arrival of the first and the second joining nodes. 

Node Ingress and Network Merging Events: After the initialization, each node starts broadcasting periodic 

Hello messages containing its address filter signature. Upon the reception of a Hello, neighbors evaluate 
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whether the signature in the message is the same as its own signature to detect merging events. Only the nodes 

that have already joined the network are able to send Hello messages, receive a request of a node to join the 

network, and detect merging events. 

Node Departure: When a node leaves the network, its address should become available for the other nodes. If 

the departing node is correctly shut down, it floods the network with a notification to remove its address from 

the address filter. If the departing node does not notify the network, the address remains allocated in the filters, 

which can make the available addresses scarce with time. This can be identified in the address filter by the 

fraction of bits set to 1 in the Bloom and in the Sequence filter and by the fraction of counters greater than one 

in the Counter Bloom Filter. Therefore, every node verifies this fraction in their address filters every time the 

filter is updated. If this fraction reaches a threshold that indicates that the filter is full or almost full, all the 

nodes reset their address filters and returns to the network initialization. Instead of choosing a new address, the 

node uses its current address, which is not collided, to reduce message overhead and to avoid breaking active 

data connections. 

4. Conclusion  

We proposed a distributed and self-managed addressing protocol, called Filter-based Addressing protocol, 

which fits well for dynamic ad hoc networks with fading channels, frequent partitions, and joining/leaving 

nodes. Our key idea is to use address filters to avoid address collisions, reduce the control load, and decrease 

the address allocation delay. We also proposed to use the hash of the filter as the partition identifier, providing 

an easy and accurate feature for partition detection with a small number of control messages. Moreover, our 

filter-based protocol increases the protocol robustness to message losses, which is an important issue for ad hoc 

networks with fading channels and high bit error rates. 

      The use of the hash of the filter instead of a random number as the partition identifier creates a better 

representation of the set of nodes. Hence, a change in the set of nodes is automatically reflected in the partition 

identifier. This identifier is periodically advertised, allowing neighbors to recognize if they belong to different 

sets of nodes. In the other proposals, a mechanism to change the arbitrated partition identifier is requested, 

which increases the complexity and the packet overhead of the protocol. 

      The proposed protocol efficiently resolves all address collisions even during merging events, as showed by 

simulations. This is achieved because FAP is able to detect all merging events and also because FAP is robust 

to message losses. FAP initialization procedure is simple and efficient, requiring a control load similar to the 

control load of DAD, which is a protocol with a small overhead but that does not handle network partitions. 

Moreover, FAP presents smaller delays in the joining node procedure and on network partition merging events 

than the other proposals, indicating that the proposed protocol is more suitable for very dynamic environments 

with frequent partition merging and node joining events. 
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