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Abstract 

 
The main aim of this paper is to extract buildings automatically from high resolution satellite image, and count the number 
of buildings from the satellite image. For extract the buildings the authors classify the image using maximum likelihood 
algorithm. To classify the image using training data and choose the training pixels, then count the number of extracted 

buildings from the classified image using MATLAB. Using this technique, we get the good result from the Google satellite 
maps. 
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1. Introduction 
 

Satellite images offer valuable information to researchers. Google map provides high-resolution aerial or 

satellite images for most urban areas of the world. The Google map does not allow detecting the spatial objects 

and counting the number of detecting objects. Therefore, mostly we focused on extracting the number of 

spatial objects. As the advent of very high resolution (VHR) satellite imagery (such as Ikonos and Quickbird), 

it became possible to observe these objects [1]. Aside from region properties, extracting spatial objects in VHR 

satellite images may help researchers in various ways, such as automated map making [2]. 

Among different spatial objects, buildings play an important role. Therefore, the detection of buildings in 
HR (high-resolution) satellite images requires a specific consideration. Also building extraction is one of the 

main procedures used in updating digital maps [3]. Building extraction is a difficult task, because the building 

doesn’t follow a specific pattern and the individual building covers a very small area on the ground. In 

addition, the reflectance of buildings and roads are almost similar in satellite images which results in error in 

digital classification. In that case, differentiation between buildings and road becomes very difficult. Because 

of this reason, some additional features (like area, shape etc.) are also required for increasing the accuracy of 

extracted buildings from satellite images. 
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 Unfortunately, it is still tedious for a human expert to manually label buildings in a given satellite image. 

One main reason is the total number of objects in the scene. The other reason is the resolution of the satellite 

image. Although the resolution of the satellite imagery has reached an acceptable level, it is still not possible 

for a human expert to extract information from it in a robust manner [4] [5]. To solve this problem, we 

introduced automated urban-area- and building-detection methods using high resolution satellite and aerial 

images.  
Two main groups of building detection techniques using high resolution imagery can be considered [6] as 

low-level vision and high-level vision techniques. Low-level vision techniques are mainly based on edge 

detection and extraction from images. High-level vision techniques try to imitate the human cognition process 

.Pattern and object recognition, and image classifications are common high-level vision techniques [7]. 

However, many of the low-level vision techniques are strongly restricted, previous research defined a series of 

rules that buildings should accomplish such as rectangular shape, flat roofs or specific spectral responses [8]. 

A lot of work has been done on building extraction from high resolution satellite images. V. Karathanassi 

and D. Rokos introduced a texture-based classification method for classifying built areas according to their 

density [9].Luis A. Ruiz and Jorge A.Recio [10] provides automatic building detection approaches combining 

high-resolution images and LiDAR data.  Tian J and Wang introduced urban building boundary extraction 

from IKONOS imagery [11]. Benediktsson et al. [12] used mathematical morphological operations to extract 

structural information to detect the urban area in satellite images. Tarantino and Figorito [13] used a decision 
making strategy to extract buildings from true color stereo aerial images.M.Roux [14] provides feature 

matching for building extraction from multiple views.Grigillo D [15] provides automatic building extraction 

from IKONOS images in suburban areas. Segl K and Kaufmann detected the small objects from high-

resolution pan images [16].  

In Section II, the study area will be discussed. In Section III the methodology will be discussed. In Section 

IV deals with the results and In Section V, conclusion will be discussed.  

 

2.  Study area 
 

In this paper the study area was located in Sathyamangalam (Urban area) covering approximately 675 km2 

extracted from Google maps within latitude11.50549 E to11.50654 E and longitude 77.23840 N to 77.24013 N 

(see Fig 1).  Because, urban area characterized by higher population density and very attached buildings. So 

that we have taken urban region image.   

 

 

 
 

Figure 1: Original image (Urban) 

3. Methodology 
 

3.1 Object-based classification 
 

In this object-based classification technique, we follows the standard scheme of object-based image 

classification (Fig: 2) Segmentation before classification by using the ENVI EX tool [17]. Segmentation and 

classification by using Maximum Likelihood Algorithm. Maximum likelihood, also called the maximum 

likelihood method, is the procedure of finding the value of one or more parameters for a given statistic which 

makes the known likelihood distribution a maximum. 
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              Figure 2 (a) : Segmented image                            (b) Merged image   

 

 
 

Figure 3: Classified image 
 

This algorithm allowing different sets of classes to be classified using different spatial features in a 

hierarchical format. However, there are still significant classification errors in dense urban areas. In the present 

urban land cover map, all man-made structures are classified as either Road or Building. In suburban areas, this 

scheme is appropriate as residential homes and streets dominate the landscape.  

However, in more dense urban areas, there are significant amounts of non-road impervious surface land 

cover, such as parking lots and large sidewalks, and it is very desirable to differentiate between these surfaces 

and buildings.  

Maximum Likelihood (ML) [18] is a supervised classification method derived from the Bayes theorem, 

which states that the a posteriori distribution P(i|ω), i.e., the probability that a pixel with feature vector ω 

belongs to class i, is given by: 

P(i | ω ) =   
P(ω | i) P(i) 

                       P(ω)         (1)  
where P(ω|i) is the likelihood function, P(i) is the a priori information, i.e., the  

 

probability that class i occurs in the study area and  P(ω) is the probability that ω is observed, which can be 

written as: 

 

                M 

P(ω)= ∑   P(ω | i)P(i)                                                                                               (2) 
               i =1 
 

where M is the number of classes. P(ω) is often treated as a normalization constant to ensure  

∑ P( i | ω) sums to 1. Pixel x is assigned to class i by the rule:      

  x∈i   if P(i| ω ) > P(j| ω)   for all j≠i                                                                    (3) 
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ML often assumes that the distribution of the data within a given class i obeys a multivariate Ga uss i a n  

d i s t r i b u t i o n .  It i s  t h e n  c on v e n i e n t  t o d e f i n e  t h e  l o g  likelihood (or discriminant function): 

 

gi(ω)=lnP(ω|i)=-1/2(ω-µi)t Ci-1(ω-µi)-N/2ln(2π)-1/2ln(|Ci|)                             (4) 

 

Since log is a monotonic function, Equation (3) is equivalent to: 

 

x∈i if gi(ω ) > gj(ω) for all j≠i .                                                                                ( 5 )  

 

Each pixel is assigned to the class with the highest likelihood or labeled as unclassified if the probability 

values are all below a threshold set by the user [9]. The general procedures in ML are as follows: 

1. The number of land cover types within the study area is determined. 

2. The training pixels for each of the desired classes are chosen using land cover information for the 

study area. For this purpose, the Jeffries-Matusita (JM) distance can be used to measure class 

separability of the chosen training pixels. 

For normally distributed classes, the JM separability measure for two classes, Jij, is defined as 

follows [4]: 

Jij = √2(1 − e
− α 

)                                                                                          (6) 

   where α is the Bhattacharyya distance and is given by [19]: 
     α  = 1/8(µi - µj)t  {(Ci + Cj) / 2}-1 (µi - µj) + 1/2ln (|Ci + Cj) / 2| / √| Ci || Cj |)       (7) 

Jij ranges from 0 to 2.0, where Jij > 1.9 indicates good separability of classes, moderate separability for  
1.0 ≤ Jij  ≤ 1.9 and poor separability for Jij < 1.0 [20]. 

 

3. The training pixels are then used to estimate the mean vector and covariance matrix of each 

class. 

4. Finally, every pixel in the image is classified into one of the desired land cover types or 

labelled as unknown. 

In ML classification, each class is enclosed in a region in high-resolution space where its 

discriminant function is larger than that of all other classes. These class regions are separated by 

decision boundaries, where, the decision boundary between class i and j occurs when: 

gi(ω ) = gj(ω)                                        (8)  

For multivariate normal distributions, this becomes: 

-1/2(ω - µi)t Ci-1(ω - µi)-N/2ln(2π)-1/2ln(|Ci|)-(-1/2(ω - µj)t Cj-1(ω - µj)-N/2ln(2π)-1/2ln(|Cj|))=0    (9) 

        which can be written as: 

    -(ω - µi)t Ci-1(ω - µi)-ln(|Ci|)+(ω - µj)t Cj-1(ω - µj)-ln(|Cj|)=0                               (10) 

 

This is a quadratic function in N dimensions. Hence, if we consider only two classes, the decision 

boundaries are conic sections (i.e. parabolas, circles, ellipses or hyperbolas.                                                          

Google maps imagery has very low contrast, and it was found that if the image is histogram (Fig: 3) 

equalized before classification, the classification results were greatly improved. While many of the road and 

impervious surface regions in the image are broken into multiple segments, the classification successfully 

segments most of the buildings in the image as single segments. From this classification image it is then 

possible to use an object-based classification approach to differentiate between the Building and Impervious 

Surface classes. 
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Figure 3:  Histogram for urban image 

 

3.2 Identification of spatial objects: 

           In this technique we count the number of spatial objects by using classified image. We extract the 

classified image which is shape (.shp) file  (Fig: 3(a)) in format. We have taken the shape file then read the 

image and convert the shape file into binary image (Fig: 3(b)).  
                       

                
       Figure: 3 (a) shape (.shp) image                          Figure: 3 (b) binary image 

 

4. Results 
 

The method described above automatically extracts buildings from satellite images. The original Google image 

and the extracted buildings from that image are shown in (Fig: 4). There are 368 buildings present in the 

original Google image. After applying the proposed method, maximum buildings are extracted. After 

comparing the manually digitized buildings and the extracted buildings, we found that few patches are wrongly 
identified as buildings. 

 

 

 
Figure 4:  Extracted urban image 
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5.  Conclusion: 
 

This paper presents an object-based detection in high-resolution imagery such as Google maps. We have taken 

the urban image to this research it produces the good result. The maximum buildings are detected and counted. 

In future we apply this technique to the various applications like urban planning, rural development.  
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