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Abstract: - Whenever an intrusion occurs, the security and value of a computer system is compromised. Network-based attacks make it difficult for legitimate users to access various network services by purposely occupying or sabotaging network resources and services. This can be done by sending large amounts of network traffic, exploiting well-known faults in networking services, and by overloading network hosts. Intrusion Detection attempts to detect computer attacks by examining various data records observed in processes on the network and it is split into two groups, anomaly detection systems and misuse detection systems. Anomaly detection is an attempt to search for malicious behaviour that deviates from established normal patterns. Misuse detection is used to identify intrusions that match known attack scenarios. Our interest here is in anomaly detection and our proposed method is a scalable solution for detecting network-based anomalies. We use Support Vector Machines (SVM) for classification. The SVM is one of the most successful classification algorithms in the data mining area, but its long training time limits its use. Support Vector Machines (SVM) are the classifiers which were originally designed for binary classification. The classification applications can solve multi-class problems. The construction order of binary tree has great influence on the classification performance. In this paper we are studying an algorithm.
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1. Introduction

Security is becoming a critical issue as the Internet applications are growing. The current security technologies are focusing on encryption, ID, firewall and access control. But all these technologies cannot assure flawless security. The system security can be enhanced by Intrusion detection. The ability of an IDS to classify a large variety of intrusions in real time with accurate results is important. The patterns of user activities and audit records are examined and the intrusions are located. IDSs are classified, based on their functionality, as misuse detectors and anomaly detectors. Misuse detection system uses well defined patterns of attack which are matched against user behaviour to detect intrusions. Usually, misuse detection is simpler than anomaly detection as it uses rule based or signature comparison methods. Anomaly detection requires storage of normal usage behaviour and operates upon audit data generated by the operating system. Support vector machines (SVM) are the classifiers which were originally designed for binary classification, can be used to classify the attacks. If binary SVMs are combined with decision trees, we can have multiclass SVMs, which can classify the four types of attacks, Probing, DoS, U2R, R2L attacks and Normal data, and can prepare five classes for anomaly detection. Our aim is to improve the training time, testing time and accuracy of IDS using the hybrid approach. Since the tragic events of September 11, 2001, insuring the integrity of computer networks, both in relation to security and with regard to the institutional life of the nation in general is a growing concern. Security and
defence networks, proprietary research, intellectual property, data based market mechanisms which depend on unimpeded and undistorted access can all be severely compromised by intrusions.

We need to find the best way to protect these systems. An intrusion can be defined as “any set of actions that attempts to compromise the integrity, confidentiality, or availability of a resource”. User authentication (e.g., using passwords or biometrics), avoiding programming errors, and information protection (e.g., encryption) have all been used to protect computer systems. As systems become more complex, there are always exploitable weaknesses due to design and programming errors, or through the use of various “socially engineered” penetration techniques. For example, exploitable “buffer overflow” still exists in some recent system software because of programming errors. Elements central to intrusion detection are resources to be protected in a target system, i.e., user accounts, file systems, system kernels, etc.; models that characterize the “normal” or “legitimate” behaviour of these resources; techniques that compare the actual system activities with the established models identifying those that are “abnormal” or “intrusive”. In pursuit of a secure system, different measures of system behaviour have been proposed, on the basis of an ad hoc presumption that normalcy and anomaly (or illegitimacy) will be accurately manifested in the chosen set of system features. Intrusion Detection attempts to detect computer attacks by examining various data records observed through processes on the same network. These attacks are split into two categories, host-based attacks and network-based attacks. Host-based attacks target a machine and try to gain access to privileged services or resources on that machine. Host-based detection usually uses routines that obtain system call data from an audit-process which tracks all system calls made on behalf of each user. Network-based attacks make it difficult for legitimate users to access various network services by purposely occupying or sabotaging network resources and services. This can be done by sending large amounts of network traffic, exploiting well-known faults in networking services, overloading network hosts, etc. Network-based attack detection uses network traffic data (i.e., tcpdump) to look at traffic addressed to the machines being monitored. Intrusion detection systems are split into two groups, anomaly detection systems and misuse detection systems. Anomaly detection is the attempt to identify malicious traffic based on deviations from established normal network traffic patterns. Misuse detection is the ability to identify intrusions based on a known pattern for the malicious activity. These known patterns are referred to as signatures. Anomaly detection is capable of catching new attacks. However, new legitimate behaviour can also be falsely identified as an attack, resulting in a false positive. Our research will focus on network level systems. The problem with current state-of-the-art is to reduce false negative and false positive rate (i.e., we wish to minimize “abnormal normal” behaviour). At the same time, a real-time intrusion detection system should be considered. It is difficult to achieve both. The SVM is one of the most successful classification algorithms in the data mining area, but its long training time limits its use. Many applications, such as Data Mining and Bio-Informatics, require the processing of huge data sets. The training time of SVM is a serious obstacle in the processing of such data sets. According to, it would take years to train SVM on a data set consisting of one million records. Many proposals have been submitted to enhance SVM in order to increase its training performance, either through random selection or approximation of the marginal classifier. However, such approaches are still not feasible with large data sets where even multiple scans of entire data set are too expensive to perform, or result in the loss through over-simplification of any benefit to be gained through the use of SVM. This paper proposes a new approach for enhancing the training process of SVM when dealing with large training data sets. It is based on the combination of SVM and clustering analysis. The idea is as follows: SVM computes the maximal margin separating data points; hence, only those patterns closest to the margin can affect the computations of that margin, while other points can be discarded without affecting the final result. Those points lying close to the margin are called support vectors (see Sect. 3 for more details). We try to approximate these points by applying clustering analysis. In general, using hierarchical clustering analysis based on dynamically growing self-organizing tree (DGSOT), involves expensive computations, especially if the set of training data is large. However, in our approach, we control the growth of the hierarchical tree by allowing tree nodes (support vector nodes) close to the marginal area to grow, while halting distant ones. Therefore, the computations of SVM and further clustering analysis will be reduced dramatically. Also, to avoid the cost of computations involved in clustering analysis, we train SVM on the nodes of the tree after each phase/iteration, in which few nodes are added to the tree. Each iteration involves growing the hierarchical tree by adding new children to the tree. This could cause a degradation of the accuracy of the resulting classifier. However, we use the support vector set as a priori knowledge to instruct the clustering algorithm to grow support vector nodes and to stop growing non-support vector nodes. By applying this procedure, the accuracy of the classifier improves and the size of the training set is kept to a minimum. We report results here with one benchmark data set, the 1998 DARPA. Also, we compare our approaches with the Rocchio Bundling algorithm, recently proposed for classifying documents by reducing the number of data points. Note that the Rocchio Bundling method reduces the number of data points before feeding those data points as support vectors to SVM for training. On the other hand, our clustering approaches intertwined with SVM. We have observed that our approaches outperform Pure SVM and the Rocchio Bundling technique in terms of accuracy, false positive (FP) rate, false negative (FN) rate, and processing time. The main contributions of this work are as follows: First, to
reduce the training time of SVM, we propose a new support vector selection technique using clustering analysis. Here, we combine the clustering analysis and SVM training phases. Second, we show analytically the degree to which our approach is asymptotically quicker than pure SVM, and validate this claim with experimental results. Finally, we compare our approaches with random selection, and Rocchio Bundling on a benchmark data set, and demonstrate impressive results in terms of training time, FP rate, FN rate, and accuracy.

2. Related Work

Here, first, we present related work relevant to intrusion detection, and next, we present related work for the reduction of training time of SVM. In particular, we will present various clustering techniques as data reduction mechanisms. With regard to intrusion detection, as noted earlier, there are two different approaches to intrusion detection system (IDS): misuse detection and anomaly detection. Misuse detection is the ability to identify intrusions based on a known pattern for the malicious activity. These known patterns are referred to as signatures. The second approach, anomaly detection, is the attempt to identify malicious traffic based on deviations from established normal network traffic patterns. “A State Transition Analysis Tool for Intrusion Detection” (STAT) and “Intrusion Detection in Our Time” (IDIOT) are misuse detection systems that use the signatures of known attacks. Lee et al. propose a data mining framework for intrusion detection which is misuse detection. Their goal is to automatically generate misuse detection signatures from classified network traffic. Anomaly detection is capable of catching new attacks. However, a new legitimate behavior can also be falsely identified as an attack, resulting in a false positive. In recent years, there have been several learning-based or data mining-based research efforts in intrusion detection. Instead of network level data, researchers may also concentrate on user command-level data. For example, “Anomaly-Based Data Mining for Intrusions,” ADMIT is a user profile dependent, temporal sequence clustering based real-time intrusion detection system with host-based data collection and processing. In this effort “Next Generation Intrusion Detection Expert System”, NIDES and “Event Monitoring Enabling Responses to Anomalous Live Disturbances,” EMERALD create a user profile based on statistical method. A few other groups advocate the use of neural networks in intrusion detection. Some of them rely on a keyword count for a misuse detection system, along with neural networks. Attack specific keyword counts in network traffic are fed as neural network input. Ghosh et al. use a neural network to extract program behaviour profiles instead of user behaviour profiles, and later compare these with the current system behaviour. Self-organizing maps (SOM) and support vector machine have also been used as anomaly intrusion detectors. An SOM is used to cluster and then graphically display the network data for the user to determine which clusters contained attacks. SVM is also used for an intrusion detection system. Wang et al. use “one class SVM” based on one set of examples belonging to a particular class and no negative examples rather than using positive and negative examples. Neither of these approaches addresses the reduction of the training time of SVM, which is what prohibits real-time usage of these approaches. With regard to the training time of SVM, random sampling has been used to enhance the training of SVM. Sub-sampling speeds up a classifier by randomly removing training points. Balacazar et al. use random sampling successfully to train SVM in many applications in the data mining field. Shih et al. use sub-sampling in classification using a Rocchio Algorithm along with other data reduction techniques. Sub-sampling surprisingly has led to an accurate classification in their experiments with several data sets. However, Yu et al. show that random sampling could hurt the training process of SVM, especially when the probability distribution of training and testing data were different. Yu et al. use the idea of clustering, using BIRCH, to fit a huge data set in the computer memory and train SVM on the tree’s nodes. The training process of SVM starts at the end of building the hierarchical tree causing expensive computations, especially when the data cannot fit in the computer memory or the data is not distributed uniformly. The main objective of the clustering algorithm is to reduce the expensive disk access cost; on the other hand, our main focus is to approximate support vectors in advance. Furthermore, our use of clustering analysis goes in parallel with training SVM, i.e., we do not wait until the end of building the hierarchical tree in order to start training SVM. It is a legitimate question to ask why we use hierarchical clustering rather than partitioning/flat clustering (e.g., K-means). Partitioning/flat clustering directly seeks a partition of the data which optimizes a predefined numerical measure. In partitioning clustering, the number of clusters is predefined, and determining the optimal number of clusters may involve more computational cost than that of the clustering itself. Furthermore, a priori knowledge may be necessary for initialization and the avoidance of local minima. Hierarchical clustering, on the other hand, does not require a predefined number of clusters or a priori knowledge. Hence, we favour hierarchical clustering over flat clustering. Hierarchical clustering employs a process of successively merging smaller clusters into larger ones (agglomerative, bottom-up), or successively splitting larger clusters (divisive, top-down). Agglomerative algorithms are more expensive than divisive algorithms and, since we need a clustering algorithm that grows in a top-down fashion and is computationally less expensive, we favour the use of divisive hierarchical clustering over agglomerative algorithms.
3. Support Vector Machine

Binary classification problems can be solved using SVM. An SVM maps linear algorithms into non-linear space. It uses a feature called, kernel function, for this mapping. Kernel functions like polynomial, radial basis function are used to divide the feature space by constructing a hyper-plane. The kernel functions can be used at the time of training of the classifiers which selects support vectors along the surface of this function. SVM classify data by using these support vectors that outline the hyper-plane in the feature space. This process will involve a quadratic programming problem, and this will get a global optimal solution. Suppose we have N training data points \{(x_1, y_1), (x_2, y_2), (x_3, y_3), ..., (x_N, y_N)\}, where \(x_i \in \mathbb{R}^d\) and \(y_i \in \{+1, -1\}\). Consider a hyper-plane defined by \((w, b)\), where \(w\) is a weight vector and \(b\) is a bias. The classification of a new object \(x\) is done with

\[
f(x) = \text{sign}(w \cdot x + b) = \text{sign}\left(\sum_{i=1}^{N} \alpha_i y_i (x_i \cdot x) + b\right)
\]

(3-1)

The training vectors \(x_i\) occurs only in the form of a dot product. For each training point, there is a Lagrangian multiplier \(\alpha_i\). The Lagrangian multiplier values \(\alpha_i\) reflects the importance of each data point. When the maximal margin hyper-plane is found, only points that lie closest to the hyper-plane will have \(\alpha_i > 0\) and these points are called support vectors. All other points will have \(\alpha_i = 0\). That means only those points that lie closest to the hyper-plane, give the representation of the hypothesis/classifier. These data points serve as support vectors. Their values can be used to give an independent boundary with regard to the reliability of the hypothesis/classifier.

3.1 Multiclass Support Vector Machine

Multiclass SVM constructs \(k\) different classes at the training phase of IDS. Some typical methods [2][10], for construction of multiclass SVM are one-versus-rest(OVR), one-versus-one (OVO) and method based on Directed Acyclic Graph(DAG).

3.1.1 One-versus-Rest

It constructs \(k\) two-class SVMs. The \(i\)th SVM \((i = 1, 2, \ldots, k)\) is trained with all training patterns. The \(i\)th class patterns are labelled by \(1\) and the rest patterns are labeled by \(-1\). The class of an unknown pattern \(x\) is determined by argument \(\max_{i=1,2,\ldots,k} f_i(x)\), where \(f_i(x)\) is the decision function of the \(i\)th two-class SVM. In short, a binary classifier is constructed to separate instances of class \(y_i\) from the rest of the classes. The training and test phase of this method are usually very slow.

3.1.2 One-versus-one

It constructs all possible two-class SVM classifiers. There are \((k(k-1))/2\) classifiers by training each classifier on only two out of \(k\) classes. A Max Wins algorithm is used in test phase.: each classifier casts one vote for its favored class, and finally the class with most votes wins. The number of the classifiers is increased super linearly when \(k\) grows. OVO becomes slow on the problem where the number of classes is large.

4. Intrusion Detection System

Intrusion Detection System (IDS) has quickly established as the most important element of security infrastructure. Intrusion is an attempted act of using computer system resources without privileges, causing incidental damage. Intrusion Detection is the process of monitoring the events occurring in a computer system or network and analyzing them to sign in possible incidents. An ID monitors network traffic, monitoring the events occurring in a computer system or network and analyzing them for sign in possible incidents. If it detects any threat then alerts the system or network administrator. There are two performance evaluation variables criteria, Detection Rate (DR) which is defined as the ratio of number of correctly detected attacks to the total number of attacks & False alarm rate(FAR) which is ratio of the number of normal connection that are misclassified as attacks to total number of normal connections. Intrusion Detection must be able to identify intrusion with high accuracy and it must not confuse normal action with the occurrence of a system with intrusive ones. Construction of efficient Intrusion Detection is a challenging task so it must have a high attack Detection Rate (DR) with low False alarm rate (FAR) at the same time.
4.1 Type of Intrusion Detection System

Intrusion Detection System is broadly classified on the basis of following two Criteria:

Based on Data Collection mechanism
Based on Detection Techniques

On the basis of data collection mechanisms IDS is categorized into Host-Based Intrusion Detection System (HIDS) and Network-Based Intrusion Detection System (NIDS). Host-based IDS is dependent for support on capturing local network traffic to the specific host. This local host analyzes and process data which is used to secure the activities of this host and informs about the attacks in the network. HIDS analysis events mainly related to OS information. Network-based intrusion detection system (NIDS) works on network and observes the network traffic. NIDS analyses network related traffic volumes, IP address service port etc. which are able to detect attack from outside, examine packet header and entire packet. On the basis of detection techniques IDS is classified as Misuse Detection and Anomaly Detection. Misuse Detection it involves searching network traffic for a series of malicious activity within the analyzed data. The main advantage of this technique is that it provides very good detection results for specified, well known attacks & is very easy to develop and understand. However they are not capable of detecting novel attacks. Anomaly intrusion detection system (AIDS) uses normal usage behavior patterns to identify the intrusion. The normal usage patterns are constructed from the statistical measures of the system features. While the anomaly behavior detecting system generates a standard traffic sketch & employs it to detect any abnormal traffic pattern and attempts of intrusion. The three main vital factor’s that impact the quality anomaly detection is Feature Selection, Data value normalization and Classification technique. According to the type of processing related to the “Behavioral” model of the target system, Anomaly Detection Techniques can be classified into three main categories: Statistical based, Knowledge-based, and Machine Learning based. In the Statistical based, the behavior of the system is represented by a random view point. On the other hand, Knowledge-based Anomaly network intrusion detection techniques try to capture the claimed behavior from available system data (protocol specifications, network traffic instances, etc.). Finally Machine learning techniques are based on establishing an explicit or implicit model that enables the patterns analyzed to be categorized. The comparison of all the three AIDS as shown in Table 1. As our research is on Machine learning based Anomaly detection system so in the next section a short introduction of Machine Learning Techniques used in Anomaly Intrusion Detection System is described.

<table>
<thead>
<tr>
<th>Technique</th>
<th>Advantages</th>
<th>Disadvantage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Statistical-based: stochastic behavior</td>
<td>Future knowledge about Normal activity is not required. Exact and accurate notification About intruder’s activities.</td>
<td>Parameters and metrics are very difficult to set. Easily influenced could be trained by attackers.</td>
</tr>
<tr>
<td>Machine learning based:</td>
<td>Flexibility and adaptability. Capture of interdependencies</td>
<td>High dependency on the assumption about the behavior accepted for the System. High resource Consuming.</td>
</tr>
</tbody>
</table>

4.2 Learning Techniques

Learning or training is a process by means of which a network adapts itself to a stimulus by making proper parameter adjustments resulting in production of desired responses. The learning technique can generally classified into two categories as unsupervised learning and Supervised learning. Unsupervised algorithm seeks out similarities between pieces of data in order to determine whether they can be characterized as forming a group. These groups are termed clusters, and there are whole families of clustering machine learning techniques.
In unsupervised classification, often known as 'cluster analysis' the machine is not told how the texts are grouped. Example of unsupervised learning is the self-organizing map (SOM) and Adaptive Resonance Theory (ART). Supervised Machine Learning is the search for algorithms that reason from externally supplied instances to produce general hypotheses, which then make predictions about future instances. In other words, the goal of supervised learning is to build a concise model of the distribution of class labels in terms of predictor features. The resulting classifier is then used to assign class labels to the testing instances where the values of the predictor features are known, but the value of the class label is unknown. Examples of supervised learning are Rough Set, Support Vector Machine and Neural Network.

![Fig1. Instruction Detection Technique](image)

5. Using Support Vector Machine

The Support Vector Machine (SVM) is a supervised learning method from the field of machine learning applied to both classification and regression based on statistical learning theory. It can find a solution by making a nonlinear transformation of the original input space into a high dimensional feature space where an optimal separating hyper plane can be found, which means that a maximal margin classifier in relation to the training data set can be obtained. Support Vector Machine is effective in reducing the number of alerts, false positive, false negative better, parameter optimization in SVM is very important for its efficiency. A number of methods, such as grid search & evolutionary algorithms have been utilized to optimize the model parameters of SVM. So this section discusses the use of PSO for feature selection & parameter optimization in Network anomaly detection system for SVM. In Tu. Chung et.al Particle Swarm Optimization (PSO) is used to implement a feature selection, and then fitness values are evaluated with a Support Vector Machines (SVMs) which was combined with one-versus rest method for five classification problem. The Binary Particle swarm Optimization (BPSO) is used to serve as feature selection for classification problem. It helps to improve the performance owing to its smaller number of simple parameter settings. Kernel Adatron (KA) SVM is used to evaluate the fitness values of the PSO, which can be obtained by comparing the characteristic of the general test data. Experimental results show that proposed method simplified feature selection and the total number of parameters needed effectively, thereby obtaining a higher classification accuracy compared to other feature selection methods. In Ma. Jing et al. a New method of hybrid Intrusion Detection based on hybridization of Binary Particle Swarm Optimization (BPSO) and Support Vector Machine (SVM). Method is proposed for simultaneous feature selection and parameter optimization. In this combinatorial technique, parameters of SVM and dataset features are represented by every particle position (i.e., a binary series). The modified BPSO is used to obtain the best particle position quickly throughout the search space, which cooperates with SVM for evaluating the fitness of the corresponding particle. Consequently, the optimum features and parameters are chosen at the same time. The main purpose is to find out better parameters for SVM and a feature subset involving key features of network intrusion attacks based on the improved BPSO-SVM. Experimental results show that technique will be useful to reduce the data quantity of large scale dataset and improve the classification ability of the classifier in IDS. In Zhang et al. presents a Hybrid Quantum Binary Particle Swarm Optimization (QBPSO)-SVM based network intrusion wrapper algorithm. In QPSO each bit of particle is represented by quabit, which has two basic state ‘0’ and ‘1’. The quantum superposition characteristic can make a single particle represent several states, thus potentially increases population diversity. The probability representation makes particle mutate according a certain probability to avoid local optimal. When experimented
with the classical intrusion feature selection, it was found that there exist correlation relationship among network intrusion features, so Modified QBPSO based wrapper feature selection is superior to those classical intrusion feature selection methods. The paper reported that, the proposed method is an effective and efficient way for feature selection and detection when tested on the data sets of KDD cup 99. New design of IDS was proposed in Zhou J et al. which presents optimal selection approach of the SVM parameters based on Particle Swarm Optimization algorithm. PSO parameters selection method not only to ensure that SVM learning ability but also to some extent, improved the generalization ability of SVM and performance of support vector machine classifier. The experimental result shows Particle Swarm Optimization and Support Vector Machine are effective in reducing the number of alerts, false positive, false negative better. In Wang J et al. Simple Particle Swarm Optimization (SPSO) is used to optimize the SVM model parameters and feature selection for IDS. Support vector machine (SVM) has been employed to provide potential solutions for the IDS problem. Firstly feature selection algorithm select important features, and then built intrusion detection systems using these selected features. The training data set is then separated into attack data sets and normal datasets, which are then subsequently, fed into the hybrid PSO-SVM algorithms. Experiment results show that proposed method is not only able to achieve the process of selecting important features but also to yield high detection rates for IDS.

Since efficient classification algorithms are extremely important for intrusion detection, a large number of studies have been conducted. K-Nearest neighbour (KNN) is an extremely simple yet surprisingly effective method for a classification. Its advantages stem from the fact that its decision surface is nonlinear with only a single integer parameter. More importantly, these advantages do not cause the over-fitting (Denning), and it is not restricted to any specific data distribution. The main features of Distance-based classification are summarized as follows.

6. Conclusion

Intrusion Detection based upon Particle Swarm Optimization is currently attracting considerable interest from the research community, being able to satisfy the growing demand of reliable and intelligent Intrusion Detection Systems. The main advantage of PSO is that it is easy to implement & only a few input parameters are needed to be adjusted & is effective in nonlinear optimization problem. Also updation of velocity and position in Particle Swarm Optimization is based on simple equations so it can be efficiently used on large data sets. From the survey done in this paper it is revealed that there are several factors that affects the performance IDS. First is selection & extraction of relevant features. If all features are evaluated then it degrade the IDS performance, so to enhance the performance researchers uses several Supervised Machine Learning techniques each of which has its own pros and cons. Also it has been proven that there is no single generic classifier available that can classify all the attack types effectively so hybridization of different Supervised Machine Learning techniques is done by several researchers. Since the single article cannot be a complete review of the research done in the mentioned area, so only hybridization of PSO with Rough-Set, ANN and SVM & some of the other Machine Learning techniques is discussed here. In this paper, the contributions of research work done in recent years, in each method were summarized and existing research challenges are also defined. It is hoped that this survey can serve as a useful guide for the researchers interested in Particle Swarm Optimization Based Machine learning Oriented Anomaly Network Intrusion Detection System.
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